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(1) Let (Ω,F ,P) be a probability space and (An)n∈N be a sequence of pairwise independent sets in
F (i.e. P(An ∩Am) = P(An)P(Am) for n 6= m) satisfying P(An) = 1/2 for all n ≥ 1. Let IAn

be
the indicator function of the set An and σ(IAn) the σ-algebra generated by the random variable
IAn , n ≥ 1.

(a) Prove that σ(IAn) = {∅,Ω, An, A
c
n} and that the σ-algebras σ(IAn) and σ(IAm) are indepen-

dent whenever n 6= m, i.e. P(C ∩D) = P(C)P(D) for any C ∈ σ(IAn) and any D ∈ σ(IAm).
Conclude that IA1

, IA2
, · · · is a pairwise independent sequence. (1.5 pts)

(b) For n ≥ 1, define Xn = 2IAn − 1. Set M0 = 0, Mn =

n∑
k=1

2k−1Xk for n ≥ 1 and let Yn =

M2
n −

(4n − 1)

3
for n ≥ 0. Consider the filtration {F(n) : n ≥ 0} where F(0) = {∅,Ω} and

F(n) = σ(IA1 , · · · , IAn) = the smallest σ-algebra containing all sets of the form {IAj ∈ B}
for any Borel set B and any 1 ≤ j ≤ n. Prove that the process {Yn : n ≥ 0} is a martingale
with respect to the filtration {F(n) : n ≥ 0}. (1.5 pts)

(2) Let {W (t) : t ≥ 0} be a Brownian motion defined on a probability space (Ω,F ,P), and let
{F(t) : t ≥ 0} be a filtration for the Brownian motion. Define a process {X(t) : t ≥ 0} by

X(t) = etW (t)−t3+1, t ≥ 0.

(a) Prove that P(X(1) > 1) = 1/2. (1 pt)

(b) Derive an expression for Var[X(t)], the variance of X(t). (1.5 pts)

(c) For s < t, determine an expression for E[X(t)|F(s)]. (1.5 pts)

(3) Let {W (t) : t ≥ 0} and {V (t) : t ≥ 0} be two independent Brownian motions defined on the
same probability space (Ω,F ,P). By independence we mean that W (t) and V (s) are independent
for all s, t > 0. Let 0 < ρ < 1 be a positive real number and define a process {Z(t) : t ≥ 0} by

Z(t) = ρW (t) +
√

1− ρ2 V (t). Prove that the process {Z(t) : t ≥ 0} is a Brownian motion. (3
pts)

(Hint: ifX and Y are independent normally distributed random variables withX beingN (µ1, σ
2
1)

and Y being N (µ2, σ
2
2), then X + Y is normally N (µ1 + µ2, σ

2
1 + σ2

2) distributed).
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